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Abstract. Automatic text classification is one of the most important tools in In-
formation Retrieval. As the traditional methods for text classification cannot 
find the best feature set, the GA is applied to the feature selection because it 
can get the global optimal solution. This paper presents a novel text classifier 
from positive and unlabeled documents based on GA. Firstly, we identify reli-
able negative documents by improved 1-DNF algorithm. Secondly, we build a 
set of classifiers by iteratively applying SVM algorithm on training example 
sets. Thirdly, we discuss an approach to evaluate the weighted vote of all clas-
sifiers generated in the iteration steps to construct the final classifier based on 
GA instead of choosing one of the classifiers as the final classifier. GA evolv-
ing process can discover the best combination of the weights. The experimental 
result on the Reuter data set shows that the performance is exciting. 

1   Introduction 

In general, text classification systems categorize documents into one (or several) of a 
set of pre-defined topics of interest. Text classification is of great practical impor-
tance today given the massive text available. With the rapid growth of information 
and the explosion of electronic text from the World Wide Web, one way of organiz-
ing this overwhelming amount of documents is to classify them into descriptive or 
topical taxonomies. Text categorization is used to automatically catalog news articles 
[1] and web pages [2], automatically learn the reading interests of users [3] [4]. In 
recent years, a number of statistical classification and machine learning techniques 
have been applied to text categorization, including regression models [5], nearest 
neighbor classifiers [6], decision tree, Bayesian classifiers [7], support vector ma-
chines [8], etc. One key difficulty with traditional approach is that they require a large, 
often prohibitive, number of labeled training examples to learn accurately. Labeling 
must often be done by a person, this is a painfully time-consuming process. Recently, 
researchers investigated the idea of using a small labeled set of every class and a large 
unlabeled set to help learning [9], [10], [11], [12], [13]. The PEBL algorithm achieves 
classification accuracy (with positive and unlabeled data) as high as that of traditional 
SVM (with positive and negative data) [14]. The PEBL algorithm uses the 1-DNF 



algorithm to identify the set of reliable negative documents and builds the set of clas-
sifiers by iteratively applying an SVM algorithm.  

This paper describes a new text classification process that uses a genetic algorithm 
to evolve the weights of the metrics. We apply genetic algorithm to search out and 
identify the potential informative features combinations for classification and then use 
the F1-Measure to determine the fitness in genetic algorithm. GAs are general-
purpose search algorithms which use principles inspired by natural genetic popula-
tions to evolve solutions to problems [15], [16]. In our approach, not as usual, an 
individual is a combination of the real-coded metrics’ weight, and it’s more natural to 
represent the optimization problem in the continuous domain.  

The rest of the paper is organized as follows. Section 2 describes the whole proc-
ess of building the text classifier. Section 2.1 introduces how to improve 1-DNF algo-
rithm and identify reliable negative examples. The process of building a set of classi-
fiers by iteratively applying SVM algorithm on training examples set illustrated in 
Section 2.2. Section 2.3 describes evolving the weights with genetic algorithm. Sec-
tion 3 reports the results of our experiments. Section 4 draws the conclusion. 

2   Text Classification 

The goal of text categorization is the classification of documents into a fixed number 
of predefined categories. Each document d can be in multiple, exactly one, or no 
category at all. Using machine learning, the objective is to learn classifiers from ex-
amples that do the category assignments automatically. Constructing our text classi-
fier adopts three steps: Firstly, identify a set of reliable negative documents from the 
unlabeled set by using our improved 1-DNF algorithm (1-DNFII). Secondly, build a 
set of classifiers by iteratively applying the SVM algorithm, Thirdly, construct the 
final text classifier by using the weighted voting method based on GA. 

2.1   Identifying Reliable Negative Documents 

For identifying the reliable negative documents from the unlabeled examples set, we 
must identify the features of the negative documents. For example, if the frequency of 
a feature occurs in the positive examples set exceed 90%, whereas less than 10% in 
the unlabeled examples set, then this feature will be regarded as positive. Using this 
method, we can obtain a positive feature set PF. If a number of documents in the 
unlabeled examples set do not contain any feature in the positive feature set PF, these 
documents can be regarded as reliable negative examples. For describing expediently, 
we define the following notation: P represents the positive examples set, and U repre-
sents the unlabeled examples set, and NEG0 represents the reliable negative docu-
ments set produced by our improved 1-DNF algorithm (1-DNFII), and NEGi (i≥1) be 
the negative documents set produced by the ith iteration of the SVM algorithm, and 
PON represents the training examples set.  

In 1-DNF algorithm [14], a positive feature is defined that occur in the positive set 
P more frequently than in the unlabeled set U. We found that this definition has an 



obvious shortcoming: it only considers the diversity of feature occurred frequency in 
P and U, and does not consider the absolute frequency of the feature in P. For exam-
ple, the frequency of some feature is 0.2% in the positive data set and 0.1% in the 
unlabeled data set; this feature is obviously not positive feature. But if we use the 1-
DNF algorithm to identify negative data, this feature will be regard as positive. The 
result is that the number of features in the PF must be much more. Nevertheless the 
number of documents in NEG0 identified by 1-DNF algorithm is less. Sometimes, 
NEG0 may be empty. From above discussion, we improved the 1-DNF algorithm (1-
DNFII) by considering both the diversity of the feature frequency in P and U and the 
absolute frequency of the feature in P. In 1-DNFII, A feature is regarded as positive 
only when it satisfies the following conditions: Firstly, the frequency of the feature 
occurred in the positive data set is greater than the frequency of the feature occurred 
in the unlabeled data set. Secondly, the absolute frequency of the feature in the posi-
tive data set is greater than λ % ( λ  is a constant). 

2.2   Building Text Classifiers with SVM 

Unlike traditional approach that one specific classifier in the classifiers set generated 
during the iterative algorithm is designated as the final one, we make use of all of 
them to construct the final classifier based on GA voting method. Using 1-DNFII 
algorithm, we can obtain the more reliable negative documents set NEG0. Now the 
training samples set is PON = P∪NEG0, and the unlabeled samples set is U = U - 
NEG0. We use SVM algorithm learnt from the training data set PON to construct the 
initial classifier SVM0, and use SVM0 to classify PP and U (the classified negative 
documents is NEG1). Then the training examples set is increased to PON=P∪NEG1, 
and unlabeled sample set is U=U-NEG1. We use the training set PON to construct the 
second classifier SVM1. SVM1 is used to classify PP and U (the classified negative 
documents is NEG2). Then the training example set is increased to PON=P∪NEG2, 
and the unlabeled set is U=U-NEG2. This process iterates until no documents in U are 
classified as negative. Then we use GA evolving process to discover the best combi-
nation of the each individual classifier’s weights to construct the final classifier. Fig.1 
describes the process of the constructing our classifier.  
 

2.3   Evolve the weights with Genetic Algorithm 

After building individual classifiers, we use the following function to construct the 
final text classifier.  
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Fig. 1. Illustration of the procedure to build text classifiers from labeled and unlabeled exam-
ples based on GA. Ci represents the individual classifier produced by the ith iteration of the 
SVM algorithm 

The weights of the function (1) are evolved with genetic algorithm. The individu-
als are real-coded, because that the representation of the solution could be very close 
to the natural formulation of our problem. Since the amount of the weights equals to 1, 
the weight ωi is coded into the gene, ci, and ci  is defined by     

∑ =
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i

1j jic ω     , i=1,…,n. (2) 

Each individual in the population is the combination of  c1, … ,cn-1 . Obviously, 
there must be a restriction of any individual, xi ≥xi+1, to ensure the individual could be 
decoded into the weights. 

The standard fitness proportional model, which is also called roulette wheel selec-
tion, is used as the selection method to select the individuals for reproduction. The 
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Of course, due to the restriction of the individual that is referred before, the genes 
of 1C′  , 2C′  must be sorted according to the sort ascending. If an individual is chosen 
for the mutation operator, one of the randomly chosen genes ic  will change to 
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all of the individuals, including new and old ones, are sorted by their fitness, and the 
best-fit individuals become the new population in the next generation. We set the 
probability of crossover to be 0.8, and the probability of mutation to be 0.05. After 50 
generations, we finish the evolving process, choose the individual with the highest 
fitness of the population, and decode the genes to the weights as the result. Fig.2 
shows the original representation of chromosome suitable to huge-scale features. 

 
 
 
 
 

 
Fig. 2. The representation of chromosome. 

3   The Experiments and Results 

In the experiment, we used Reuters-21578, which has 21578 documents collected 
from the Reuters newswire, as our training sample set. Of the 135 categories in 
Reuters 21578, only the most populous 10 are used. In data pre-processing, we ap-
plied stopword removal and tfc feature selection, and removed the commoner mor-
phological and inflexional endings from words using The Porter Stemming Algorithm. 
Each category is employed as the positive class, and the rest as the negative class. For 
each dataset, 30% of the documents are randomly selected as test documents, and the 
rest are used to create training sets as follows: γ percent of the documents from the 
positive class is first selected as the positive set P. The rest of the positive documents 
and negative documents are used as unlabeled set U. We range γ percent from 10%-
50% to create a wide range of scenarios.  

To evaluate our final classifier, we use the F1-Measure, which is a commonly used 
performance measure for text classification. This measure combines precision and 
recall in the following way: 

sprediction positive of #
sprediction positive correct of #sionPreci = . (3) 

examples positive of #
sprediction positive correct of #Recall = . (4) 
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recallprecision2Measure-F **
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We choose the best individual based on the metric of  fitness function. 

Measure-Ffitness 1= . (6) 
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In the experiments, we implemented the PEBL algorithm, one-class SVM (OCS) 
algorithm and our classifier based on GA voting (GAC) and compared their perform-
ance. Fig. 3 shows the F1-Measure value histogram of the above three classification 
methods.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. The performance of the three classification methods. Where λ  =0.1, which the per-
formance of the final classifier is best  (proved in another experiment). 

4   Conclusions 

This paper discussed a three-step strategy classification method from positive and 
unlabeled examples based on GA.  We improved 1-DNF algorithm (1-DNFII) to 
increase the number of negative documents. The experiment shows that 1-DNFII has 
a better performance than 1-DNF algorithm. After building a set of classifiers by 
iteratively applying the SVM algorithm, we construct the final text classifier by using 
the weighted voting method based on GA (GAC). We also implemented the PEBL 
algorithm and one-class SVM (OCS) algorithm. Compared the three methods, the 
performance of the GAC and PEBL is greatly better than OCS. Especially, GAC is 
better than PEBL. But, our classification method (GAC) consumed a bit more re-
source of CPU and RAM than the other two. 
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