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Abstract. In parallel computing the data distribution may have a sig-
nificant impact in the application performance and accuracy. These ef-
fects can be observed using the parallel matrix-vector multiplication rou-
tine from PBLAS with different grid configuration for the data distribu-
tions. Matrix-vector multiplication is an especially important operation
once it is widely used in numerical simulation (e.g., iterative solvers for
linear systems of equations).
This paper presents a mathematical background of error propagation in
elementary operations and proposes benchmarks to show how different
grids configuration on two dimensional cyclic block distribution impacts
on accuracy and performance using parallel matrix-vector operations.
The experimental results validate the theoretical findings.

1 Introduction

In many numerical algorithms, problems are reduced to a linear system of equa-
tions. Therefore, solving systems like Ax = b with a matrix A ∈ Rn×n and a
right hand side b ∈ Rn is essential in numerical analysis. There are two major
ways of solving those systems: by direct solvers, which are mainly based on the
Gaussian algorithm, or by iterative solvers which are often based on projections.
The second type usually contains one multiplication of a matrix with a vector in
each iteration step. Therefore the precision of such matrix-vector multiplication
has a significant impact on the convergence of the iterative solver [3].

In a computer, each mathematical operation is computed using floating point
arithmetics. However, the finite floating-point arithmetic can only deliver an



approximation of the exact result due to rounding errors. Since the exact result
is usually unknown, it is sometimes difficult to measure the quality of these
approximations. Besides, as a result of several operations, the accumulation of
those errors may have an impact in the accuracy of the results.

There are many papers proposing different solutions to find more accurate
results. Some authors concern is to improve the numerical accuracy of the com-
puted results in computers through the use of extra precise iterative refine-
ment [4, 5]. Others try to use mixed-precision algorithms [8, 12] to obtain a good
accuracy and improve the performance. Another possible way to deal with this
unreliability is to use verified computing [9]. Such techniques provide an interval
result that surely contains the correct result [10, 11]. However, the use of such
methods may increase the execution time significantly. This effect is even worse
for large linear systems, that may need several days or even more to be solved.
Based on these researches, it is possible to notice that there is a tradeoff perfor-
mance versus accuracy. Usually to be able to obtain more accurate results, it is
possible to notice a loss of performance.

Parallel computing is a well-known choice for simulating large problems. Since
many numerical problems are solved via a large linear system of equations, a par-
allel algorithm would be a good approach. In this context, the libraries BLAS [2]
and LAPACK [13] seem a good choice, since they have a parallel version (PBLAS
and SCALAPACK [1]) that could be used in the case of very large systems. How-
ever, it is important to remember that these libraries provide an approximation
of the correct result and not a verified result.

It is well known that the data distribution has a major impact in the per-
formance of a parallel application [1]. However, the data distribution can also
present an important influence on the accuracy of the numerical results. Some-
times a fixed problem can lead to distinct solutions depending on the data dis-
tribution or the number of processes used in its solution. This effect can possibly
be explained by the rounding error theory [14].

Based on that, this paper investigates the impact of different grids config-
uration used in the two-dimensional block cyclic distribution on the accuracy
and performance of the parallel matrix-vector multiplication implemented by
PBLAS. This particular distribution was chosen since it was proved to be a
good choice for parallel matrix distribution on parallel environments with dis-
tributed memory [6]. Other interesting data distribution was proposed in [7],
however it is also based on block distribution and was consider equivalent to the
two-dimensional block cyclic distribution [15].

In this paper, the performance of different grids configuration was measured
and compared among them. To evaluate the accuracy of the approximations
generated by PBLAS, a comparison with the verified solution provided by C-
XSC [10] is done. The experimental results indicate how the grids should be
configured to find a compromise between accuracy and performance considering
the application needs.

This text is organized as follows. To better understand this problem, section 2
presents two important backgrounds: the theory of rounding errors and the two-



dimensional block cyclic distribution scheme. Section 3 introduces the platform,
input data and results obtained in the numerical experiments. Finally, section 4
present some final remarks and considerations about future work.

2 Background
This section presents the theoretical background concerning rounding errors,
based on a paper of Linz [14], and the two-dimensional block cyclic distribution
used by PBLAS.

2.1 Theory of rounding errors

Let ε be the machine accuracy and fl(a ◦ b) the floating point result for an
elementary composition of two real numbers a and b. An elementary operation
◦ ∈ {+,−, ∗, /} of a and b can be estimated with fl(a ◦ b) = (a ◦ b) + ε(a, b, ◦)
for the worst case. We assume A ∈ Rn×n, x, y ∈ Rn and get yk = akx as result
for the product Ax = y for every entry yk ∈ y. Let ak denote the k − th row of
A. For all yk, the approximation using the floating point arithmetic is ŷk.

Simple approach The simple strategy for computing each yk ∈ y is to add
the first entry to the next one and then add the following entries one by one to
the previous result. Using floating point arithmetic and the abbreviation fl(ak,i ·
xi) = ak,i · xi + ε(ak,i, xi, ·) =: b̂k,i, this strategy can be written as follows:

ŷk1 := (b̂k,1 + b̂k,2) + ε1

ŷki := ŷki−1 + b̂k,i + εi = yki +
i∑

j=1

εj , i ∈ {2, 3, . . . n− 1}

Let the representation be the normalized floating-point with binary exponent
and q fraction bits and assume the addition to be done by truncating the exact
sum to q bits. Let pi be the exponent of ŷki and ν = 2−q. The error for the ith
step is then |εi| ≤ ν2pi and the global error can be written using the estimates
ak,ixi ≤ b, |ŷki | ≤ ib and 2pi ≤ 2ib in the following way

|yk − ŷk| ≤ ν
n−1∑
i=1

2pi ≤ 2νb
n∑
i=1

i = νbn(n+ 1).

This means the error using this approach grows like O(n2).

Advanced approach The second strategy for the summation is the so called
”Fan-In” algorithm. The values are added to each other in pairs and the algo-
rithm is then executed recursively. Let us define the notation

yk = ak,1x1 + ak,2x2︸ ︷︷ ︸
ŷn1,1

+ ak,3x3 + ak,4x4+︸ ︷︷ ︸
ŷn2,1︸ ︷︷ ︸

ŷn1,2

. . .+ ak,nxn

︸ ︷︷ ︸
ŷn1,m



and

ŷki,j = ŷk2i−1,j−1 + ŷk2i,j−1 + εi,j

where εi,j is the rounding error when computing ŷki,j . For the global error we
have

|yk − ŷk| =
∑
σ1,k

εi,j ≤ ν
∑
σ1,k

2pσ1,k

where p is the exponent of the result and σ1,k is the set of all index pairs needed
to get ŷki,j . Assuming that ak,ixi ≤ b, we have:

ŷki,j ≤ 2jb and 2pi,j ≤ 2j+1b.

Based on that, the error upper bound can be estimated by

|yn − ŷk| ≤ ν
∑
σ1,k

2pσ1,k ≤ 2νb
k∑
j=1

n/2j∑
i=1

2j = 2νbkn ≤ 2νb n log2 n.

For the advanced approach the error grows like O(n log2 n). The proof can be
extended to cases in which more than two entries are added to each other using
the ”Fan-In”-algorithm. In that case, the error propagations is bounded by the
one presented by the strategies above.

The two approaches differ in a factor of n/(2 log2 n). This study suggests
that a finer granularity in the summation leads to lower upper boundaries for
rounding errors. The proofs presented above show the impact of rounding errors
in scalar products, which are commonly part of matrix-vector multiplications.

2.2 Data distribution in numerical algorithms

On distributed memory platforms, the application programmer is responsible
for assigning the data to each processor. How this is done has a major impact
on the load balance and communication characteristics of the algorithm, and
largely determines its performance and scalability [1].

PBLAS routines are implemented supposing the matrices are stored in the
distributed memory according to the two-dimensional block cyclic distribution [6].
In this distribution, an M by N matrix is first decomposed into MB by NB
blocks starting at its upper left corner. The distribution of a vector is done con-
sidering the vector as a column of the matrix. Suppose we have the following
10x10 matrix, a vector of length 10 an MB and NB equal 3. In this case, we
would have the following blocks:





A0,0 A0,1 A0,2 A0,3 A0,4 A0,5 A0,6 A0,7 A0,8 A0,9

A1,0 A1,1 A1,2 A1,3 A1,4 A1,5 A1,6 A1,7 A1,8 A1,9

A2,0 A2,1 A2,2 A2,3 A2,4 A2,5 A2,6 A2,7 A2,8 A2,9

A3,0 A3,1 A3,2 A3,3 A3,4 A3,5 A3,6 A3,7 A3,8 A3,9

A4,0 A4,1 A4,2 A4,3 A4,4 A4,5 A4,6 A4,7 A4,8 A4,9

A5,0 A5,1 A5,2 A5,3 A5,4 A5,5 A5,6 A5,7 A5,8 A5,9

A6,0 A6,1 A6,2 A6,3 A6,4 A6,5 A6,6 A6,7 A6,8 A6,9

A7,0 A7,1 A7,2 A7,3 A7,4 A7,5 A7,6 A7,7 A7,8 A7,9

A8,0 A8,1 A8,2 A8,3 A8,4 A8,5 A8,6 A8,7 A8,8 A8,9

A9,0 A9,1 A9,2 A9,3 A9,4 A9,5 A9,6 A9,7 A9,8 A9,9





b0
b1
b2
b3
b4
b5
b6
b7
b8
b9


Suppose we have 4 processors. The process grid would be a 2x2 grid as follows:(

P 0 P 1

P 2 P 3

)
These blocks are then uniformly distributed across the process grid. Thus, every
processor owns a collection of blocks [1]. The first row of blocks will be distributed
among the first row of the processor grid, that means among P0 and P1, while
the second row will be distributed among P2 and P3, and so on. For this example,
we would have:



P 0 P 1 P 0 P 1

P 2 P 3 P 2 P 3

P 0 P 1 P 0 P 1

P 2 P 3 P 2 P 3





P 0

P 2

P 0

P 2


According to this distribution, each processor would have the following data:

P 0 :


A0,0 A0,1 A0,2 A0,6 A0,7 A0,8

A1,0 A1,1 A1,2 A1,6 A1,7 A1,8

A2,0 A2,1 A2,2 A2,6 A2,7 A2,8

A6,0 A6,1 A6,2 A6,6 A6,7 A6,8

A7,0 A7,1 A7,2 A7,6 A7,7 A7,8

A8,0 A8,1 A8,2 A8,6 A8,7 A8,8





b0
b1
b2
b6
b7
b8


P 1 :


A0,3 A0,4 A0,5 A0,9

A1,3 A1,4 A1,5 A1,9

A2,3 A2,4 A2,5 A2,9

A6,3 A6,4 A6,5 A6,9

A7,3 A7,4 A7,5 A7,9

A8,3 A8,4 A8,5 A8,9



P 2 :


A3,0 A3,1 A3,2 A3,6 A3,7 A3,8

A4,0 A4,1 A4,2 A4,6 A4,7 A4,8

A5,0 A5,1 A5,2 A5,6 A5,7 A5,8

A9,0 A9,1 A9,2 A9,6 A9,7 A9,8



b3
b4
b5
b9

 P 3 :


A3,3 A3,4 A3,5 A3,9

A4,3 A4,4 A4,5 A4,9

A5,3 A5,4 A5,5 A5,9

A9,3 A9,4 A9,5 A9,9





The two dimensional block cyclic distribution is usually not used when the matrix
has a sparse data structure. Common storage formats, like CRS (compressed row
storage), CCS (compressed column storage) etc., usually lead to distributions
where a certain number of rows or columns are given to each process. The CRS
presents a row-wise data distribution, that could be seen as a np × 1 grid of
processes in the two dimensional block cyclic distribution. In the same way, a
1× np grid could be interpreted as a column wise distribution, e.g. similar to a
strategy taken when the CCS is used.

From the mathematical theory it is clear that the upper bound for the round-
ing errors occurring in a sparse matrix vector multiplication increases with the
number of nonzero elements (nnz) per row. In the proof presented in the last
subsection, the variable n should be replaced with nnz, assuming that the matrix
data is sparse and the vector data has O(n) entries.

It is important to mention that, for a matrix vector multiplication, no benefit
in accuracy can be expected due to parallelization when this is done based on a
row-wise data distribution and assuming that the sequential part on each process
does not use techniques like “fan-in”.

3 Numerical experiments

This section presents experimental results for different grid compositions. The
accuracy and performance are the focus of these tests.

For our experiments we compute the results of the considered matrix-vector
multiplication using first the sequential BLAS-routines to obtain the sequential
time. After this sequential test, we use the PBLAS-routines from the MKL pack-
age for different grid compositions. All results have been computed three times
to avoid effects caused by hard- and software problems.

Aiming to be able to analyze the accuracy obtained by the parallel implemen-
tation, a comparison with a verified result is done to evaluate which grid presents
the best accuracy among the tested grids. The library used to obtain the verified
result was C-XSC, which stands for “extension for scientific computing”, and
is a free programming tool for the development of numerical algorithms which
provides highly accurate and automatically verified results. C-XSC does compu-
tations based on interval arithmetics and direct rounding, providing an enclosure
of the exact solution, which is represented by an interval. This means that for
a matrix-vector multiplication, C-XSC will deliver a vector of intervals, each
entry of the vector containing an interval enclosure of the correct solution. The
diameter of the intervals is usually very small, since C-XSC implementation uses
techniques to iteratively reduce the interval diameter proofing that the interval
includes the exact result [10].

The average error from the pblas result to the C-XSC result is computed as
follows. First, for each component of the result vector it is checked if it is in
the interior of the interval given from C-XSC. If it is inside the interval, it is
considered correct. If it is not inside, the distance to the interval is stored. Then
the arithmetic mean over all distances is computed, which we denote as average
error.



Next section introduces the platform used for the experiments. Section 3.2
illustrates the input data of four different matrices used in the tests. Finally
section 3.3 presents the accuracy and performance results with some considera-
tions.

3.1 Platform

The software platform adopted for our numerical experiments is composed of
optimized versions of the library PBLAS (Intel CMKL in version 10.0.2.018
for test case M1 and version 10.1.2.024 for the test cases M2, M3 and M4),
C-XSC version 2.2.3 and the standard Message Passing Interface (MPI), more
specifically the OpenMPI implementation in version 1.2.8. The compiler was the
Intel compiler in version 10.1.021.

The hardware platform is the Institutscluster located at the SCC at the
Karlsruhe Institut for Technology (KIT). The cluster consists of 200 computing
nodes each equipped with two Intel quadcore EM64T Xeon 5355 processors
running at 2,667 GHZ, 16 GB of main memory and an Infiniband 4x DDR
interconnect. The overall peak performance of the whole system is about 17,57
TFlops and 15,2 TFlops in the Linpack benchmark.

3.2 Input data

The results shown in Section 3.3 refer to four different input matrices and vectors.
The first test matrix, called M1, is of dimension 16000 and filled with pseudo
random numbers from the interval [−0, 5; 0.5] and its properties can be seen in
table 1. This matrix data needs 2048 MB to be stored.

M1 (Random) M2 (GEMAT11)

problem: Artificial
problem size: n = 16000
sparsity: nnz = 256000000
cond. number: n.a.
Frobenius norm: n.a.

problem: Power flow.
problem size: n = 4929
sparsity: nnz = 33185
cond. number: 3.74e+08
Frobenius norm: 8.2e+02

Table 1. Sparsity plots and properties of the test-matrices M1 and M2



The test cases M2 to M4, and more detailed information about their creation
and properties, can be found on the Matrix Market4.

M2 is a square matrix with dimension 4929, that is used as the initial basis for
constrained nonlinear optimization problem represented by GEMAT1 which is
the Jacobian matrix for an approximately 2400 bus system in the Western United
States. M2 is a sparse matrix with a medium condition number, as presented
in Table 1. It is important to mention that no special data storage is used for
sparse matrices. They are always stored as dense matrices.

The third matrix tested was M3. As shows Table 2, it is a dense matrix with
dimension 66. This matrix is used in the generalized eigenvalue problem Kx =
λMx, where M3 is matrix K and matrix M is BCSSTM02 4, from BCSSTRUC14

set. This matrix is used in dynamic analysis in structural engineering.

M3 (BCSSTK02)) M4 (MCFE))

problem: Structural eng.
problem size: n = 66
sparsity: nnz = 2211
cond. number: 1.3e+04
Frobenius norm: 5.3e+04

problem: Astrophysics
problem size: n = 765
sparsity: nnz = 24382
cond. number: 1.7e+14
Frobenius norm: 2e+17

Table 2. Sparsity plots and properties of the test-matrices M3 and M4

Table 2 also presents the properties of matrix M4. It is a sparse matrix with
dimension 765, and presents a very high condition number. This matrix is used
in the real application of nonlinear radiative transfer and statistical equilibrium
in astrophysics.

3.3 Numerical results

This section discusses the results of a set of experiments using the four different
matrices presented in the previous section. The first analysis is based on the ac-
curacy obtained using different grid sizes. After that, the results of performance
are shown.

4 http://math.nist.gov/MatrixMarket



Accuracy The accuracy for nine processes and different grids for test case M1
and M2 is presented in Figure 1. The comparison between our PBLAS algorithm
and the verified results of the C-XSC-algorithm show that there are constella-
tions of grid processors, namely when the grid is np× 1, where the accuracy of
the parallel computation is as precise as the sequential one. In all other cases,
that is when the grid of processors is not np × 1, the results present a better
accuracy, suggesting that the accuracy depends on the grid. The optimal accu-
racy for a fixed number of processes can be found by a 1 × np grid. In general
we observed that the more columns the processes grid have, the better is the
accuracy.

Fig. 1. Average error to the verified result for three different grids of processes and a
fixed number of nine processes for the test cases M1 (left plot) and M2 (right plot).

Let us investigate our example in the light of Section 2.1 using, for simplicity,
a number of four processes. Let the dimension of the matrix be n, the number of
processes np = 4, the grid of the processes nr × nc and the block size nb := n

np .
Then for the case of an 2×2 grid of processes, the distribution follows the scheme
in the example in section 2.2. For a 1× 4 and 4× 1 grid, let us use the notation
P aBc, where a (from 1 to np) represents the number of the processes containing
the data, B denotes if it is a matrix(M) or a vector(v) and c is the number of
the data block related to one processor. The data distribution is as presented in
tables 3 and 4.

Analyzing table 3 and 4, it is possible to notice that in the computation based
on a np×1 grid, each entry of the result vector is computed in just one different
process, which means that the summation is done like in the simple approach
from Section 2.1.





P 0
M0 P 1

M0 P 2
M0 P 3

M0

P 0
M1 P 1

M1 P 2
M1 P 3

M1

P 0
M2 P 1

M2 P 2
M2 P 3

M2

P 0
M3 P 1

M3 P 2
M3 P 3

M3





P 0
v0

P 0
v1

P 0
v2

P 0
v3





P 0
M0 P 0

M1 P 0
M2 P 0

M3

P 1
M0 P 1

M1 P 1
M2 P 1

M3

P 2
M0 P 2

M1 P 2
M2 P 2

M3

P 3
M0 P 3

M1 P 3
M2 P 3

M3





P 0
v0

P 1
v0

P 2
v0

P 3
v0


(a) Grid (1× 4) (b) Grid (4× 1)

Table 3. Data distribution for two different grids of four processes

The structure of the result distribution is shown bellow. The leading entry is
the position of the resulting vector, followed by the explanation of which parts
were combined to compute the result:



P 0(P 0
M0P

0
v0 + P 1

M0P
0
v1 + P 2

M0P
0
v2 + P 3

M0P
0
v3)

P 0(P 0
M1P

0
v0 + P 1

M1P
0
v1 + P 2

M1P
0
v2 + P 3

M1P
0
v3)

P 0(P 0
M2P

0
v0 + P 1

M2P
0
v1 + P 2

M2P
0
v2 + P 3

M2P
0
v3)

P 0(P 0
M3P

0
v0 + P 1

M3P
0
v1 + P 2

M3P
0
v2 + P 3

M3P
0
v3)





P 0(P 0
M0P

0
v0 + P 0

M1P
1
v0 + P 0

M2P
2
v0 + P 0

M3P
3
v0)

P 1(P 1
M1P

0
v0 + P 1

M1P
1
v0 + P 1

M1P
2
v0 + P 1

M1P
3
v0)

P 2(P 2
M2P

0
v0 + P 2

M2P
1
v0 + P 2

M2P
2
v0 + P 2

M2P
3
v0)

P 3(P 3
M0P

0
v0 + P 3

M1P
1
v0 + P 3

M2P
2
v0 + P 3

M3P
3
v0)


(a) Grid (1× 4) (b) Grid (4× 1)

Table 4. Processes which contain the final result and parts from which it is computed

The advanced approach can be seen by looking on the 1×np grid where the
final result will be placed on process one, but there are intermediate results on
every process leading to a higher quality in the computed result. This suggests
that the number of columns of the processor grid is responsible for the granularity
of the computation - a higher numbers of columns can lead to better accuracy. So
it is not astonishing that a symmetric grid produces results with an intermediate
precision (bounded by the other grids).

It is also possible to notice that the results for the application based problem
M2 show that for all grid sizes the average error is less than 2.58e− 16 which is
excellent considering the double precision format.

Figure 2 presents the average error for matrix M3 and M4. Based on the
M3 graphic, we can see that, even for small problems, the data distribution and
the inducted computations can have an impact on the result. The average error
to the verified result, depending on the grid configuration, differs in about one
magnitude.



Fig. 2. Average error to the verified result for three different grids of processes and a
fixed number of nine processes for the test cases M3 (left plot) and M4 (right plot).

For the test case M4 we observe that the 9× 1 grid delivers, analogue to all
other experiments, the most inaccurate result. The fact that the 3× 3 grid is a
little more accurate than the 1 × 9 grid might be astonishing on the first view
but this is possible because the mathematical theory gives only a upper bound
for the rounding error propagation.

Fig. 3. Average error to the verified result for different grids and different numbers of
processes. A matrix similar to M1 but with dimension 8192 was taken for the experi-
ments.

The results in Figure 3 show for different number of processes and grids of
processes the average error to the verified result based on a matrix with dimen-
sion 8192 and input data generated like in M1. For all grids np× 1 the accuracy
is like in the sequential case and independent of the number of processes. The
plot shows that the more processes are used the better is the result. It can be



seen that the larger the number of processes, the better is the accuracy, following
a logarithmic behavior, which corresponds to the theoretical findings.

Performance This section presents the performance analysis considering ma-
trix M1. The performance analysis for matrices 2 to 4 were not discussed since
they have small dimensions. In this case it is not worth to parallelize the multi-
plication, since the program would spend more time communicating among the
processors than computing the result. And it would maybe increase the compu-
tational time instead of speedup the computation. Since matrix 1 has dimension
16000, it is the natural choice for the performance test.

Figure 4 shows that directly interrelated to the grid is the processing speed.
It is possible to notice that the computational time for the same problem size is
very different depending on the grid.

Fig. 4. Commutation time for three different grids of processes and a fixed number of
nine processes for the test case M1.

This performance variation can be explained by the fact that different grids
communicate differently. The amount, length and topology of such communica-
tion have a significant impact on the performance [6]. In Table 3 is possible to
notice that some of the data that a processes need may be stored in another pro-
cesses, and therefore the processes need to communicate before the computation
to send/receive parts these data. This occurs also after the computation, when
parts of the result have to be collected from each processor and accumulates so
that we found the result. This necessity can be seen in Table 4, for the 1 × 4
grid.

The communication load-balance is optimal if it is equally distributed on all
processes. The impact on the performance depends significantly on the under-
lying hardware (interconnect, memory bandwidth etc.). This means that not a
single process is sending or receiving a big bunch of data to all other processes,
but that all processes are sending little bunches of data to all other processes.
The data has to be divided equally among all processes.



For the grids shown above, the structure of the communication is:

(a) Grid (1× 4)
before computation after computation

sender → receiver length sender → receiver length
P 0 → P 1 nb P 1 → P 0 n
P 0 → P 2 nb P 2 → P 0 n
P 0 → P 3 nb P 3 → P 0 n

(b) Grid (4× 1)
before computation after computation

sender → receiver length sender → receiver length
P 0 → P 1 nb −
P 0 → P 2 nb −
P 0 → P 3 nb −
P 1 → P 0 nb −
P 1 → P 2 nb −
P 1 → P 3 nb −
P 2 → P 0 nb −
P 2 → P 1 nb −
P 2 → P 3 nb −
P 3 → P 0 nb −
P 3 → P 1 nb −
P 3 → P 2 nb −

(c) Grid (2× 2)
before computation after computation

sender → receiver length sender → receiver length
P 0 → P 2 2 ∗ nb P 1 → P 0 n/2
P 2 → P 1 2 ∗ nb P 3 → P 2 n/2
P 2 → P 3 2 ∗ nb

4 Final Remarks and Future Work

This paper presents benchmarks to analyze the influence of the process-grid using
the two-dimensional block cyclic distribution on performance and accuracy. Tests
show that the process-grid has a significant impact on both, but in a different
way. The experiments suggested that the more columns the grid has, the better
is the accuracy. However, this is not true for the performance, in which the effect
is the opposite: the more columns the grid has, the worse is the performance. For
symmetric grids, we found a good performance, due to a better balance in the
communication process, with a little less accuracy. These aspects were validated
through the theory of rounding error and many experiments.

As a future work, more tests should be performed, considering different li-
braries and self coded implementations of PBLAS routines. Some testes concern-
ing the hardware platforms (CPUs, GPUs and other accelerators) and compilers
are also planned.



In addition, more experiments in the context of complete solvers should be
performed. The idea is to present a strategy that use the influence of the load
balance among the processes as a guide to find a compromise between accuracy
and performance. This compromise will depend on the application needs.
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