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Abstract. The enormous amount of information stored in unstructured texts 
cannot simply be used for further processing by computers, which typically 
handle text as simple sequences of character strings. Text mining is the process 
of extracting interesting information and knowledge from unstructured text. 
One key difficulty with text classification learning algorithms is that they 
require many hand-labeled documents to learn accurately. In the text mining 
pattern discovery phase, the text classification step aims at automatically 
attribute one or more pre-defined classes to text documents. In this research, we 
propose to use an algorithm for learning from labeled and unlabeled documents 
based on the combination of Expectation-Maximization (EM) and a naïve 
Bayes classifier on a grid environment, this combination is based on a mixture 
of multinomials, which is commonly used in text classification. Naïve Bayes is 
a probabilistic approach to inductive learning. It estimates the a posteriori 
probability that a document belongs to a class given the observed feature values 
of the documents, assuming independence of the features. The class with the 
maximum a posteriori probability is assigned to the document. Expectation-
Maximization (EM) is a class of iterative algorithms for maximum likelihood or 
maximum a posteriori estimation in problems with unlabeled data. The grid 
environment is a geographically distributed computation infrastructure 
composed of a set of heterogeneous resources. Text classification mining 
methods are time-consuming by using the grid infrastructure can bring 
significant benefits in learning and the classification process.  

Keywords: grid computing, text classification, expectation-maximization and 
naïve bayes. 
 

1 Introduction 

Text mining is a relatively new practice derived from Information Retrieval (IR) [1, 
2] and Natural Language Processing (NLP), Baeza-Yates et al [3]. The strict 
definition of text mining includes only the methods capable of discovering new 
information that is not obvious or easy to find out in a document collection, i.e., 
reports, historical documents, e-mails, spreadsheets, papers and others. Text mining 
executes several processes, each one consisting of multiple phases, which transform 



 

 

or organize an amount of documents in a systematized structure. These phases enable 
the use of processed documents later, in an efficient and intelligent manner. The 
processes that compose the text mining can be visualized in fig. 1 that is summarized 
version of the figure model from Han et al [4] on page 6.   

Text classification has become one of the most important techniques in text 
mining. The task is to automatically classify documents into predefined classes based 
on their content. Many algorithms have been developed to deal with automatic text 
classification. One of the common methods is the naïve Bayes, Mitchell [5]. Although 
the naïve Bayes works well in many studies [6, 7, 8], it requires a large number of 
labeled training documents for learning accurately. In the real world task, it is very 
hard to obtain the large labeled documents, which are mostly produced by humans. 
Nigam et al. [9] apply the Expectation-Maximization (EM) algorithm to improve the 
accuracy of learned text classifiers by augmenting a small number of labeled training 
documents with a large pool of unlabeled documents. The EM algorithm uses both 
labeled and unlabeled documents for learning. Their experimental results show that 
using the EM algorithm with unlabeled documents can reduce classification error 
when there is a small number of training data.  

Fig. 1. shows a summary of the text mining phases. 
 
Unfortunately, the EM algorithm is too slow when it performs on very large 
document collections. In order to reduce the time spent, we propose to use the grid 
infrastructure to improve the computational time in learning and classifying process. 
The text classification task uses an algorithm based on the combination of EM 
algorithm and the Naïve Bayes classifier, Dempster et al [10]. This can bring 
significant benefits. Implementation of text mining techniques in distributed 
environment allows us to access different geographically distributed data collections 
and perform text mining tasks in distributed way. 
     This paper is organized as follows. In section 2, we present an overview of text 
classification task with the classification algorithms. In section 3, we briefly present 
an overview of grid computing. Section 4 describes the distributed implementation of 



 

 

naïve Bayes classifier via the EM algorithm on a grid and we briefly conclude on 
Section 5. 

2 Text Classification 

Text categorization or classification aims to automatically assign categories or classes 
to unseen text documents [11, 12], some classification techniques are naïve Bayes 
classifier [5], k-nearest neighbor, Yang [13], and support vector machines, Joachims 
[14]. The naïve Bayes algorithm requires a large number of labeled training 
documents, but to obtain training labels is expensive, while large quantities of 
unlabeled documents are readily available. The combination of EM algorithm and a 
naïve Bayes classifier can make use of unlabeled documents to training. This new 
algorithm first trains a classifier using the available labeled documents, and 
probabilistically labels the unlabeled documents. It then trains a new classifier using 
the labels for all the documents, and iterates to convergence, fig 2. 

In this section, we briefly review the naïve Bayes classifier and the EM algorithm 
that is used for making use of unlabeled data. 

 

Fig. 2. Expectation-Maximization algorithm with Naïve Bayes classifier. 



 

 

2.1 Naïve Bayes Classifier 

Naïve Bayes Classifier is a type of Bayesian learning algorithm, which by default 
assumes observations are independent. It is easy to build a Naïve Bayes Classifier 
when you have a large number features. Researchers have shown that Naïve Bayes 
Classifier is competitive with other learning algorithms in many cases and in some 
cases it outperforms the other methods [8]. Learning in Naïve Bayes Classifier 
involves estimation of the parameters for a classifier, using the labeled document 
only. The classifier then uses the estimated parameters to classify unobserved 
documents. 

First we will introduce some notation to describe text. Let D be a set of text 
documents D = {d1, d2, d|D|}, and ck be a possible class from a set of predefined 
classes C = {c1, c2, c|C|}. We first transform the probability P(ck | D) using Bayes’ 
rule, 

 

)(

)|(
)()|(

DP

cDP
cPDcP k

kk                                            (1) 

 
Class probability P(ck) can be estimated from training data. However, direct 

estimation of P(ck|D) is impossible in most cases because of the sparseness of training 
data. 

By assuming the conditional independence of the elements of a vector, P(D|ck) is 
decomposed as follows,  
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where dj is the jth element of a set of text documents D. Then eqn (1) becomes 
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With this equation, we can calculate P(ck|D) and classify D into the class with the 

highest P(ck|D). 
Note that the naïve Bayes classifier assumes the conditional independence of 

features. This assumption however does not hold in most cases. For example, word 
occurrence is a commonly used feature for text classification. However, obvious 
strong dependencies exist among word occurrences. Despite this apparent violation of 
the assumption, the naïve Bayes classifier exhibits good performance for various 
natural language processing tasks. 



 

 

2.2 Expectation-Maximization Algorithm 

One disadvantage of the Naïve Bayes Classifier is that it requires a large set of the 
labeled training documents for learning accurately. The cost of labeling documents is 
expensive, while unlabeled documents are commonly available. By applying the EM 
algorithm, we can use the unlabeled documents to augment the available labeled 
documents in the training process. Figure 3 shows the procedure of modified EM 
algorithm. 
 

  Input: Training Documents 
Output: Classification Model 
 

1. Train the classifier using only labeled data. 
2. Classify unlabeled documents, assigning probabilistic-weight class labels to them. 
3. Update the parameters of the model. Each probabilistically labeled document is 
counted as its probability instead of one. 
4. Go back to (2) until convergence. 
 

Fig. 3. Modified EM algorithm. 

The EM algorithm is a type of iterative algorithm for maximum likelihood or 
maximum a posteriori estimation in problems with incomplete data [10, 15, 16]. This 
algorithm can be applied to minimally supervised learning, in which the missing 
values correspond to missing labels of the documents, McLachlan et al [17]. In our 
task, the class labels of the unlabeled documents are considered as the missing values. 

The EM algorithm consists of the E-step in which the expected values of the 
missing sufficient statistics given the observed data and the current parameter 
estimates are computed, and the M-step in which the expected values of the sufficient 
statistics computed in the E-step are used to compute complete data maximum 
likelihood estimates of the parameters [10]. 

The EM algorithm starts using the Naïve Bayes Classifier to initialize the 
parameters feature probabilities and class priors using the labeled documents. The E-
step and M-step are iterated until the change in class labels for the unlabeled 
documents is below some threshold (i.e. the algorithm converges [16] to a local 
maximum). The E-step almost dominates the execution time on each iteration, since it 
estimates the class labels for all the training documents [9]. 

3 Grid Environment 

A grid is a geographically distributed computation infrastructure composed of a set of 
heterogeneous machines, often with separate policies for security and resource use, Qi 
et al [18], that users can access via a single interface. Grids therefore, provide a 
common resource-access technology and operational services across widely 



 

 

distributed virtual organizations composed of institutions or individuals that share 
resources.      

Today grids can be used as effective infrastructures for distributed high-
performance computing and data processing, Foster et al [19]. 

3.1 NACAD Grid Environment 

The NACAD Grid uses Globus Toolkit 4 (GT4) [20] that is an open source software 
toolkit user for building grids. It is being developed by the Globus Alliance and many 
others all over the world. The Globus Toolkit is a widely used middleware in 
scientific and data-intensive grid applications, and is becoming standard for 
implementing grid systems. The toolkit addresses security, information discovery, 
resource and data management, communication, fault detection, portability issues and 
is based on grid services. Grid services is a technology based on the concepts and 
technologies of grids and web services and can be defined as a web service that 
delivers a set of interfaces that follows specific conventions. This technology was 
originated from the necessity to integrate services through virtual, heterogeneous and 
dynamic organizations, composed of distinct resources, whether within the same 
organization or by resource sharing.  

3.2 Grid Services 

Fig. 4.  Grid services  

 
A grid service is a web service that conforms to a set of conventions (interfaces and 
behaviors) that defines how a client interacts with a grid service. A web service 
converts an application into a web-application, which is published, found, and used 
through the web facilitating the communication between applications.  



 

 

In this work we propose to implement the classifier model as a grid service in the 
Aîuri Portal [21], which is a framework for a cooperative academic environment for 
education and research. The components are grid Text Mining services and in the 
future Data Mining components will be added. The classifier service will be included 
in the Aîuri Portal showing that many distinct algorithms can be easily added and 
accessed through this Portal, fig 5.  

Fig. 5. The classifier service as a component service in the Aîuri Portal. 

4 Naïve Bayes Classifier via the EM algorithm on a Grid 
Environment 

The enormous amount of information stored in huge document databases in 
unstructured format or semi-structured format cannot simply be used for further 
processing by computers, which typically handle text as sequences of character 
strings. Text mining provides some methods, like classification, able to extract 
interesting information and knowledge from unstructured text. One key difficulty with 
text classification learning algorithms is that they require many hand-labeled 
documents to learn accurately. Using the Naïve Bayes Classifier via the EM algorithm 
we can use the unlabeled documents to increase the available labeled documents in 
the training process. Implementation of text mining techniques in distributed 
environment allows us to access different data collections that are geographically 
distributed and perform text mining tasks in distributed way. Figure 6 shows the 
distributed EM algorithm for text classification on a grid environment.  

The algorithm, developed in Java, analyses text documents in XML format. The 
input set of documents must be in the same consistent format. The algorithm makes 
some assumptions about the format of input documents that are specified by the user 
in the input parameters file. Since the XML documents are ASCII text and are clearly 
marked off from each other, they can be simply put in one large file and provided as 
input to the algorithm. The documents are marked off from other documents by 



 

 

distinguishing tags, for example, the user must specify which tag represents: a set of 
documents, text and on labeled documents the tag used to identify class labels. The 
input parameters file consist of: which are the files that will be used by the classifier, 
such as, train labeled and unlabeled files, test and stopwords files and stemmer 
dictionary; the tags meaning in the documents and some characteristics to be used by 
the classifier.  
 

  Input: Training Documents 
Output: Classification Model 
 
 
1. The Portal receives from the user the parameters input file, the labeled documents 
and the unlabeled documents.  
2. The Portal sends a request to the service container to create the grid service 
instance, which is composed with the Naïve Bayes Classifier and the EM 
application.  
3. The classifier grid service builds the initial global classifier from only the labeled 
documents using the grid nodes.  
4. Each grid node receives a pre-defined set of training documents from the Portal. 
5. Iterate until the classifier parameters are still improved: 
   5.1. E-step: Each grid node estimates the class of each document by using the 
current global classifier. 
   5.2. M-step: Each grid node re-estimates its own local classifier given the 
estimated class of each document. 
6. Sum up the local classifier to obtain the new global classifier and return them to 
all grid nodes. 
 

Fig. 6. The distributed EM algorithm for text classification on a grid environment. 

5 Summary 

In this study, we propose to use a combination [9] of Expectation-Maximization 
(EM) [10] and a Naïve Bayes classifier on a grid environment, this combination is 
based on a mixture of multinomials, which is commonly used in text classification. 
Naïve Bayes is a probabilistic approach to inductive learning. It estimates the a 
posteriori probability that a document belongs to a class given the observed feature 
values of the documents, assuming independence of the features. The class with the 
maximum a posteriori probability is assigned to the document. Expectation-
Maximization (EM) is a class of iterative algorithms for maximum likelihood or 
maximum a posteriori estimation in problems with unlabeled data. Using a grid 
environment we can reduce the classifier estimation processing time and distribute the 
documents to speed up classification task.  
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