
Analyzing Large-Scale Heterogeneous Systems through the Ages 
 
Darren Kerbyson  
Pacific Northwest National Laboratory  
Darren.Kerbyson@pnl.gov 
 
 
Multi-core, heterogeneity, as well as memory and network hierarchies are already here. 
As a famous 20th thinker once said: "The future will be like the present only more so". 
In this talk I will examine a number of issues that have been explored at different 
system ages: from early design where tradeoffs in key architectural parameters are 
explored, through to early installations where configuration optimizations can be 
achieved before actual production. The system's healthiness and its ability to achieve 
application performance is of prime importance to production users. Performance 
modeling can (and has) been used in all of these stages of a system's development. 
Examples will be drawn from: design space exploration of heterogeneous accelerated 
systems which preceded the petascale Roadrunner system and algorithmic 
optimizations that efficiently use hierarchical communication structures. Several 
different programming models are available in heterogeneous systems including work-
queue approaches portable Thread-building-blocks, and MPI on accelerator-cores. 
These will be examined in the context of the kernel application, Sweep3D. Achieving 
application performance is the key - it can be impeded or assisted by the capabilities of 
a socket, configuration of a node, or system connectivity. As the depth of system 
hierarchies and complexity increase, the challenges of achieving high application 
performance will increase many-fold also. 
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