
PSO-LRU Algorithm for DataGrid RepliationServieV��tor M�endez Mu~noz1 and Felix Gar��a Carballeira21 Universidad de Zaragoza, CPS, Edi�io Ada Byron, Mar��a de Luna, 1. 50018Zaragoza, Spainvmendez�unizar.es, eureka�nodo50.org,2 Universidad Carlos III de Madrid, EPS, Edi�io Sabatini, Av. de la Universidad,30, 28911 Legan�es. Madrid. Spainfgarbal�inf.u3m.esAbstrat. Data grid repliation is ritial for improving the perfor-mane of data intensive appliations. Most of the used tehniques fordata repliation use Replia Loation Servies (RLS) to resolve the log-ial name of �les to its physial loations. An example of suh servieis Giggle, whih an be found in the OGSA/Globus arhiteture. Clas-sial algorithms also need some atalog and optimization servies. Forexample, the EGEE DataGrid projet, based in Globus open soure om-ponents, implements for this purpose the Replia Optimization Servie(ROS) and the Replia Metadata Catalog (RMC). In this paper we pro-pose a new approah for improving the performane of Data grid repli-ation. With this aim, we apply Emergent Arti�ial Intelligene (EAI)tehniques to data repliation. The paper desribes a new algorithm forreplia seletion in grid environments based on a PSO-LRU (PartileSwarm Optimization) approah. For evaluating this tehnique we haveimplemented a grid simulator alled SiCoGrid. The simulation resultspresented in the paper demonstrate that the new tehnique improve theperformane ompared with traditional solutions.1 IntrodutionGrid repliation of remote data is ritial for data intensive enterprise and si-enti� appliations, mostly implemented over Globus middleware[1℄. Virtual Or-ganisations are usually geographial and user aÆnity ommunities around a bigdata produer, in the sale of Tera Bytes a day, with the aim of extrat infor-mation from this read-only remote data, by running jobs on the Grid. On thisontext repliation is used for fault tolerane as well as to provide load balaningby distributed replias of data.The OGSA[2℄ and therefore the Globus Toolkit 4.0 assumes the Giggle[3℄as a framework for onstruting salable Replia Loation Servies(RLS) thatallows the registration and disovery of replias. Given a logial identi�er of a�le(LFN), the RLS must to provide the physial loations of the replias forthe �le(PFN). The RLS onsists of two omponents. Loal Replia Catalogs



(LRCs) manages onsistent information about logial to physial mappings oneah site or node. Replia Loation Indies (RLIs) hold the information aboutthe mappings ontained in one or more LRC. Strong onsisteny is not requiredon the RLIs, a soft protool send LRC state information to onneted RLIs,whih then inorporate this information into their indies and delete time outsentries. The basi Giggle arhiteture on Figure 1 shows two layers, but thearhiteture is usually on�gured on N layers of hierarhial RLI.

Fig. 1. Basi RLS ArhitetureMany researh groups have developed algorithms and arhitetures for repliaseletion and loation. Ann Chervenak et al. propose the Giggle[3℄ as a frame-work, and several onrete instantiations based on a hierarhial RLS topology,that are haraterized with six parameters shown on the Table 1 of the ontribssetion, in wih we have added some new values that will be explained.Other important OGSA/Globus data Grid servie omponents are: GridFTPa not Web Servie(WS) omponent for �les transfer, Reliable File Transfer(RFT) for GridFTP monitoring, Data Repliation Servie (DRS) is the WSomponent that enapsulate the non-WS RLS and RFT for GT4, OGSA-DAIit is a WS GT4 omponent for relational data base and XML objets repli-ation. Furthermore, usually it is need some aditional funtionalities, thus theEGEE DataGrid has the ROS and RMC omponents for the data Grid servieframework.Next setion of this paper desribes the related work on some aspets of dataGrid servie:{ Replia state of the art algorithms.{ We analyze the researh branhes to get some theoretial onlusions.{ We desribe the features of the Grid simulators used for experimental testof this algorithms.After related work setion we explain the three main ontributions of ourapproah: a framework review for an enhaned Giggle, a better performane



algorithm for replia seletion based on PSO and LRU, and we present a ompletegrid elements shaped on our SiCoGrid (Simulador Completo Grid).On the fourth setion we explain the evaluation methodology, and on �fth wepresent experimental results of our improved approah to the data Grid. Finallywe summarise some onlusions.2 Related WorkChervenak et al.[3℄ present some initial performane results for �ve implemen-tation approahes based on the following Giggle on�gurations:{ RLS1: Single RLI for all LRCs.{ RLS2: LFN Partitioning, Redundany, Bloom Filters.{ RLS3: Compression, Partitioning based on Colletions.{ RLS4: Replia Site Partitioning, Redundany, Bloom Filters.{ RLS5: A Hierarhial Index.They use prototype implementations that show good salability but does notinlude network simulation, the prototype is foused on disks throughput, butboth disks and network ould be system lak depending on study issue lass.There are some approahes that propose an eonomial algorithm for repliaseletion where the osts of a �le transfers are evaluated as:ost(f; i; j) = f(bandwidhti;j ; sizef) (1)Lamehamedi and Deelman approah[4℄ uses bouth hierarhial and at propaga-tion graphs spanning the overall set of replias to overlay replias on the data gridand minimizing inter-replia ommuniations ost. Beginning on the hierarhialGiggle topology they introdue a at-tree struture with redundant interonne-tions for its nodes; loser the node is to the root, more interonnetions it has.The at-tree was originally introdued by Leisersons[5℄ to improve the perfor-mane of interonnetion networks in parallel omputing systems. Lamehamediet al. identi�es on this approah that at-tree on a ring topology suits bestthan hierarhial with multiple servers or peer replia appliations. For simula-tion framework they use a network simulation[6℄, without onsiderer the disksthroughput, so results are limited by the premise that the system lak is on thenetwork. Anyway they obtain rough network resoure onsumption evaluationomparing with the pure hierarhial RLS.Another eonomi approah[7℄[8℄ understand the Grid as a market wheredata �les represent the goods. They are purhased by Computing Elements forjobs and by Storage Element in order to make an investment that will improvetheir revenues in the future. The �les are sold by Storage Elements to ComputeElements and to other Storage Elements. Compute Elements try to minimise the�le purhase ost and the Storage Elements have the goal of maximising pro�ts.When a repliation deision is taken, the �le transfer ost is the prie for thegood, like the funtion 1 show above. The Replia Optimiser may repliate or not



based on whether the repliation(with assoiated �le transfer and �le deletion)will result in to redue the expeted future aess ost for the loal ComputingElements. Replia Optimiser keeps trak of the �le requests it reeives and usesan evaluation funtion: E(f; r; n), de�ned in [9℄ that returns the predited num-ber of times a �le f, will be request in the next n, based on the past r requesthistory base line. The predition funtion E is alulated for a new �le requestreeived on Replia Optimiser for �le f. E is also alulated for every �le in thestorage node. If there is no �le with less value than the value of new �le requestf, then no repliation ours. Otherwise least value �le is seleted for deletion annew replia is reated for f.The researh group that propose this approah also present OptorSim [10℄[11℄, the �rst Grid simulator that holds network and in some way disk osts. The�rst version was time driven but seond version is event driven and it also hasothers sheduling improvements[12℄. Results [7℄ present some spei� realistiases where the eonomi model shows marked performane improvements overtraditional methods.A Peer-to-Peer replia loation servie based on a distributed hash table[13℄ is�ll on Giggle with Peer-to-Peer-RLI(P-RLI). P-RLI uses the Chord algorithm toself-organise P-RLI and it exploits the Chord overlay network to repliate P-RLImappings. The Chord algorithm also route adaptively the P-RLI logial nameswith LRC sites. The repliation of mappings provides a high level of reliabilityin the P-RLI, the onsisteny is stronger than in simple RLI nodes. The P-RLSperformane is tested on a 16-node luster sale with the network size. It isalso tested with a simulation for larger network of P-RLI nodes, evaluating thedistribution of mappings in the P-RLS network. The simulation for this testsetion is not a omplete simulation of the P-RLS system, but rather, it fouseson how keys are mapped to the P-RLI nodes and how queries for mappings areresolved in the network.Nowadays there are many approahes with similar methods and similar per-formanes as state of the art above. Other desentralized adaptive repliationmehanism[14℄ organise nodes into overlay network and distribute loation in-formation, but do not route requests. Eah node that partiipates in the dis-tribution network build, in time, a view of the whole system and an answerqueries loally without forwarding request. Unfortunatelly this is not ommonon large sale sienti� datasets, that suppose the most of the operative Gridinfrastrutures.3 Contributions3.1 Proposed Data Grid Servie FrameworkThe enhaned Giggle shown on Table 1 avoid the restritions for the at ap-proahes. Now it is not neessary to store the LFN mapping out of the loalnode. It is not neessary to implement any RLI layer on the arhiteture. There-fore the RLS is ompletely onsistent. On the funtion used to partitioning the



LFN name spae, we add a entry for at arhiteture with no partitioning byLFN. Every LRC manage the name spae loally independent. First introduedvalue is for G = 0 pointing out a at RLS omposed only by LRCs and no RLIlayer. There are a no partitioning ations for LFN names spae (PL = flat), andno partitioning the RLI name spae (PR = flat). For the degree of redundanyin the index spae we add a new ase R = 0 for the LFN mapping only onthe LRC. We also have inlude eonomi and at heuristi for possible S values(the funtion used to determine what LRC information to send to other atalogentities and when).
Table 1. The six parameters enhaned Giggle RLS strutures and values.G The number of RLIsG = 0 A at partitioned index, only LRC on a at layerG = 1 A entralised, non-redundant or partitioned indexG > 1 An index that inludes partitioning and/or redundanyG � N A highly desentralized indexPL The funtion used to partitioning the LFN name spaePL = O No partitioning by LFN. The RLIs must have storageto reord information about all LFNs, a large numberPL = hash Random partitioning. +load balane, -loalityPL = oll Partitioning on olletion name. -load balane, +loalityPL = flat No partitioning by LFN. Every LRC is loally managePR Funtion used to partition replia site name spaePR = 0 No partitioning by site name. Indies have entries for everyreplia of every LFN they are responsible for.PR = IP Partitioning by domain name or similar.PR = flat There are no index for partitioning site name spae.R The degree of redundany in the index spaeR = 0 The LFN mapping is only on the LRCR = 1 No redundany: eah replia is indexed by only one RLIR = G > 1 Full index of all replias at eah RLI. Impliesno partitioning, muh redundany/spae overhead.1 < R < G A highly desentralized index.C The funtion used to ompress LRC informationC = O No ompression: RLIs reeives full LFN/site informationC = bloom RLIs reeive bloom �lters summariesC = oll RLIs reeive summaries based on olletion distributionS Funtion to set what LRC information to send whereS = full Periodially send entire state to relevant RLIsS = partial In addition, send periodi summaries of updatesS = eonomi Every eonomi deision send entire state to RLIsS = at Only statistial information is send for at heuristi



At the end of the day we will have a stand alone LRC for eah node, with aloal loation servie and need an impliit global loation interfae, but with adistributed RLS servie.The data Grid servie framework proposed, will omplementary need a mod-i�ed ROS, with at heuristi features on two maners:{ Those algorithms like PSO that need to seend some statistial information,bind pear to pear onexion between ROS servers in eah node.{ Other Emergent Arti�ial Intelligene (EAI) algorithms are stand alone ROSservers, and does not need any ontrol information transfer.There also is a distributed ROS servie.The typial RMC servie si not neesary for our goal. We do not use a GUID,beause eah loal atalog make mapping betwing LFNs and PFN in a onenessway for the loal node. But the LRC will need two aditional entries for themetadata information and the original produer node of the �le. So we use anenhaed RLS with some soft atalog funtionalities.This new theoretial approah requires an heuristi that realizes enough per-formanes with only statistial information about LRC, and a request routingsheme self desribed. This is our goal on the next subsetion proposing PSO�le loation and seletion sheme and LRU deletion mehanism as an alternativeto traditional approahes. Our data Grid servie framework is also valid for anynew approah that may walk on at heuristi way.3.2 The algorithm: PSO-LRUPSO is an Emergent Arti�ial Intelligene tehnique. EI is an Arti�ial Intel-ligene branh that uses the natural soial behaviour as ant olons or PSO[15℄inspired on bees swarm or birds oks searhing food. PSO has been proved asa valid approah for many di�erent real solutions[16℄[17℄.On Grid environments we introdue some tati modi�ations, based on thestrategy "follow the loser bird from the food hunk" as soial PSO avour.{ A bird ok is in a random searh for food in an area.{ For eah bird there is only one valid kind of food.{ The bird does not known where is the food hunk, but its known how longis from the di�erent areas and it know how many birds are �nding they foodhunk on this areas, this is alled food hirp. This is the soial omponentof our approah, thus the distane to the food hunk is alulated for eahbird ok, not for individual birds.{ The strategy is to follow the loser bird ok with best suess food searh.Translating this analogy to the Grid, we suppose that a �le loation requestis a bird searhing food. When the bird stand on an area it is on a Grid node,when the bird y looking for food to another node is moving through the RemoteNetwork. The bird takes the deision from where to searh based on the okfood hirp, that is the best performane external hit ratio of di�erent nodes.



On the other hand, the food hirp will dereased aross distane. If the bird isover-ying a node and �nd food then it will hange diretion to get it, if thebird arrive to destination and is no food then start again from this point. Thusthe performane funtion for �le f to node j from node i looks as following. ThePSO-Grid uses a performane metri for a �le repliation between two nodes i,j , de�ned as follow in equation 2. We use b as the identi�er of the node withthe best performane metri asoiated to i, from the evaluated j nodes. Initiallyb is the produer node of the replia, that will be return by LRC soft atalogmetadata information desribed above, and in the pseudo-ode below is the getproduer funtion. We use e for the external hit ratio and  for the network ost.pi;j = (ej � i;j) + ((1� eb) � i;b) (2)The external hit ration is alulated based on N lasts external suess requestratio on node j. The external ration events are the information that is sent fromone ROS in eah node to another. Considering network aess ost we proposethe following: ost(f; i; j) = f(latenyi;j; bandwidhti;j ; sizef ) (3)Lateny is a onstant but do not mean neutral on transfers[18℄, the latenies aregrowing from one network to an other, the bandwidth on a network onnetionis the minimal bandwidth assigned from one network to another.The performane funtion is balaning the probability of �nd a replia in anode j with the probability of not �nding on j, where we have to reply from thenode with best metrib, initially the produer.The ore pseudo-ode is for the funtion getPSOBest that return the best thebest performane node from node-Id to LFN referened on �le atalogs index.The get PSO metri funtion alulate the performane PSO metri desribedin the equation above 2. The 3 equation is implemented on the get network ostfuntion.NodeIdType getPSOBest(NodeIdType i, FileIdType f){ bestIdNode = get_produer(f)bestPSOmetri = get_network_ost(i,bestIdNode)For eah j from the Grid node set repeat{ if ( i != j ){ if ( get_PSO_metri(i,j} < bestPSOmetri}){ bestPSOmetri = obtenerMetriaPSO(i,j)bestIdNode = j}}



}return(bestIdNode)} The deletion deision is taken in eah node only to serve loal request, usingthe LRU or LFU algorithm for seletint the �le target. When a �le deleted is onproess to remote node reply, the node trigger a new PSO reply in the name ofthe in-reply remote node for the rest of the �le transfer.4 Evaluation MethodologyWe have developed a tool that reates log �les for the given input arguments:aess pattern, random seed, number of Grid lients by node, number of jobs byGrid lient.The aess pattern are full �le, sequential blok aess, random, unitaryrandom walk, gaussian random walk, same as OptorSim simulator[10℄[7℄. Therandom seed is for statistial experiment repetitions. Number of Grid Clients ina node is a omponent of the simultaneous request on a node. The number ofjobs by grid lient is a temporal omponent of the simulation.Eah job will request many �le bloks. The reate logs appliation returnfor eah �le request, the blok requested, an Ative Time and a Passive Time.Those times are empirial model of Web doument arrivals at aess link[19℄.After a job get a �le blok response it spend an Ative Time for proess the blokpart of the job, this time is alulated based on Computer Elements featuredspei�ations on network on�guration �le. Passive Time is the time that theuser hold between one job and another. For this parameter we use a Paretodistribution with k=1 and alfa = 0.9 with in�nite mean and variane, that is aharateristi Web Servie users distribution[20℄.We have implemented SiCoGrid, developed in Parse[21℄ that is a ombina-tion of C and a simulator parser for reating event driven simulators, and alsouse DiskSim[22℄ for the storage disks simulation subsystem. SiCoGrid use theselog �les and some parameters. Possible Grid algorithm values:{ Unonditional repliation, lest frequent use(LFU) �le delete.{ Unonditional repliation, LRU �le delete.{ Eonomi Model.{ PSO + LFU{ PSO + LRUAs we have seen on related work setion, the best reliable Grid simulationshape should onsiderer disks throughput and network traÆ. For this purposewe have implemented both of them. Figure 2 shows the SiCoGrid node elementsommuniated with a loal network simulation. This Grid node on�gurationis based in OptorSim and Globus. Between nodes there is a remote networksimulation with an infrastruture desribed on network on�guration �le.



Fig. 2. SiCoGrid node sheme4.1 Simulation InfrastrutureWe have on�gured our SiCoGrid for a ommon Grid stage[23℄ shown on theTable 2. These is the typial CERN datagrid spei�ation for node tier lass ofa Virtual Organisation. The storage apaity, �le size, and network bandwidthis saled in the magnitude of twenty, for time simulation reasons. Therefore theobtained time results will be on the same magnitude.Table 2. Saled Grid StageTier Class Real MB/s Saled Mb/s / 20 Real TB Saled TB / 201 2048 102.4 220 112 320 16 100 53 10 0.5 20 1On the Figure 3 we an see the network infrastruture used in our experi-ment. The graph disposes a nomenlature where the nodes has a �rst numberthat is the tier lass, and after the point another identi�ation number. Belowthere is the storage size of the node in TB. The networks have assigned twonumbers, the �rst one is the lateny in ms and the other is the bandwidth inMB/s.5 Simulation ResultsOn the following Figure 4 we present Grid simulation results based on the stagedesribed above. We use Gaussian random walk, that is the best performane forthe state of the art eonomi OptorSim approah[10℄. The mean and standarddeviation job response time is sale in the magnitude of 20 to usual jobs durationfrom hours to some days. There are shown three di�erent Grid sizes, expressed inthe number of Grid lients by node and the number of jobs submitted by a Grid
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Fig. 3. Simulated Grid Stagelient. The simulations are pure Data Grid, thus all the Ative Time for proessdata are run on the Grid lient side. We present results for the best performaneLRU over LFU deletion sheme. The OptorSim eonomi approah also usesLRU for seondary deletion deisions. The Figure shows the unonditional-LRU

Fig. 4. Results in Simulated Grid Stageperformanes with less dashed line style, the eonomi with a more dashed linesstyle, and the PSO-LRU with ontinuous line style. The standard deviations arethe tree lines at the bottom, and the average are at the top of the hart. OurPSO-LRU approah has muh better performanes than the other algorithms



for average and standard deviation. As it was expeted the unonditional usedfor base ompare, has the worst results. The PSO-LRU approah improve speedover unonditional in perents of 19%, 36% and 29% for simulation size serialof 4X4, 5X5 and 6X6. The PSO-LRU approah improve speed over eonomiapproah in perents of 7%, 18% and 22% for the same simulation serial.PSO-Grid performane is better due to its features: less ontrol tra�, dis-tributed optimization, loalization and seletion servies, autonomous manage-ment of eah node will �t best on user and geogra�al a�nities, olaborativestrategie against ompetitive strategie of the eonomi, that usually performsbetter on the long term.6 Conlusions and Future WorkWe have desribed two relevant ontributions to the Data Grid orpus. The en-haned Giggle framework that onsider at RLS strutures, opening the door tothe EI and other EAI approahes for the OGSA data Grid repliation arhite-ture. Spei� PSO-LRU algorithm has been proved as the better performane jobresponse time and muh better salability features than traditional approahes,using a full network and disk subsystem simulation, SiCoGrid.We have open researh lines for the following targets: Cylial graph gridinfrastruture simulations, other emergent EAI algorithms like Ant Colony Op-timization and a depth variable orrelations studies.7 AknowledgmentsThis work has been supported by the Spanish Ministry of Eduation and Sieneunder the TIN2004-02156 ontrat.Referenes1. Foster, I., Kesselman, C.: Globus: A metaomputing infrastruture toolkit. IJSA11(2) (1997) 115{1282. Foster, I., Kesselman, C., M.Nik, J., Tueke, S.: The physiology of the grid anopen grid servies arhiteture for distributed system integration. Tehnial report,Globus Proyet Draft Overwiev Paper (2002)3. Chervenak, A.L., Deelman, E., Foster, I., Iamnithi, A., Kesselman, C., Hoshek,W., Kunszt, P., Ripeanu, M., Shwartzkopf, B., Stokinger, H., Stokinger, K.,Tierney, B.: Giggle: A framework for onstruting salable replia loation servies.In: Pro. of the IEEE Superomputing Conferene (SC 2002), IEEE ComputerSoiety Press (November 2002)4. Lamehamedi, H., Szymanski, B., shentu, Z., Deelman, E.: Data repliation strate-gies in grid environments. In: Proeedings Of the Fifth International Confereneon Algorithms and Arhitetures for Parallel Proessing, ICA3PP02) (2002)5. Leiserson, C.H.: Flat-trees: Universal network for hardware-eÆient superomput-ing. IEEE Transations on Computers C-34(10) (1985) 892{901



6. http://www mash.s.berkeley.edu/ns: Ns network simulator (1989)7. Bell, W.H., Cameron, D.G., Capozza, L., Millar, A.P., Stokinger, K., Zini, F.:Simulation of dynami grid repliation strategies in optorsim. In: Pro. of theACM/IEEE Workshop on Grid Computing (Grid 2002), Springer-Verlag (Novem-ber 2002)8. Cameron, D.G., Carvajal-ShiaÆno, R., Millar, A.P., Niholson, C., Stokinger, K.,Zini, F.: Evaluating sheduling and replia optimisation strategies in optorsim. In:International Workshop on Grid Computing (Grid 2003), IEEE Computer SoietePress (November 2003)9. Capozza, L., Stokinger, K., , Zini., F.: Preliminary evaluation of revenue pre-dition funtions for eonomially-e�etive �le repliation. Tehnial report,DataGrid-02-TED-020724, Geneva, Switzerland, July 2002 (July 2002)10. Bell, W.H., Cameron, D.G., Capozza, L., Millar, A.P., Stokinger, K., Zini, F.:Optorsim - a grid simulator for studying dynami data repliation strategies. In-ternational Journal of High Performane Computing Appliations 17(4) (2003)11. Cameron, D.G., Carvajal-ShiaÆno, R., Millar, A.P., Niholson, C., Stokinger,K., Zini, F.: Analysis of sheduling and replia optimisation strategies for datagrids using optorsim. International Journal of Grid Computing 2(1) (2004) 57{6912. Cameron, D.G., Carvajal-ShiaÆno, R., Millar, A.P., Niholson, C., Stokinger,K., Zini, F.: Optorsim: A simulation tool for sheduling and replia optimisationin data grids. In: International Conferene for Computing in High Energy andNulear Physis (CHEP 2004), Interlaken (September 2004)13. Min Cai, Ann Chervenak, M.F.: A peer-to-peer replia loation servie based ona distributed hash table. In: Proeedings of the High Performane Computing,Networking and Storage Conferene, SCGlobal (2004)14. Ripeanu, M., Foster, I.: A deentralized, adaptive replia loation mehanism. In:11th IEEE International Symposium on High Performane Distributed Computing(HPDC-11). (2002)15. Shi, Y. ;Eberhart, R.: A modi�ed partile swarm optimizer. In: Proeedings ofthe IEEE International Conferene on Evolutionary Computation, IEEE Press.Pisataway, NY (1998) 69{7316. Cokshott, Hartman: Improving the fermentation medium for ehinoandin b pro-dution. part ii: Partile swarm optimization. Proess Biohemistry 36 (2001)661{66917. Yoshida, Kawata, Fukuyama: A partile swarm optimization for reative powerand voltage ontrol onsidering voltage seurity assessment. IEEE Trans. on PowerSystems 15 (2001) 1232{123918. Cheshire, S.: It's the lateny, stupid. Tehnial report, Stanford University (1996)19. Deng, S.: Empirial model of www doument arrivals at aess link. In: Proeedingsof the 1996 IEEE International Conferene on Communiation, IEEE-P (1996)20. Barford, P., Crovella, M.: Generating representative web workloads. In: Networkand Server Performane Evaluation In Proeedings of the 1998 ACM SIGMET-RICS International Conferene on Measurement and Modeling of Computer Sys-tems, ACM SIGMETRICS (1998) 151{16021. Leijen, D.: Parse, a fast ombinator parser. Tehnial report, Computer SieneDepartment, University of Utreht (2002)22. R.Granger, G., L.Worthington, B., N.Patt, Y., eds.: The DiskSim Simulation En-vironment. Version 2.0 Referene Manual. University of Mihigan (1999)23. Ranganathan, K., Foster, I.: Identifying dynami repliation strategies for a high-performane data grid. Tehnial report, Departament of Computer Siene, TheUniversity of Chiago (2000)


